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ABSTRACT

Grid computing is a topic that based on dynamic sharing of resources between organizations, fellows and project participants with the aim of combining the resources and processing out vast amount of data. During this internship I used Unicore and MATLAB in order to share the resources of them. This thesis describes the research work of how resources could combine through MATLAB into Unicore and make it share’s able for the other project partners. This thesis also describes the security while accessing the resources among the partners.
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Background

Internet has been dramatically expanding in the scope to include more and more fields of sharing of networks, applications, and sharing of hardware and software resources. The idea of sharing of computer resources has been realized through grid computing. It has wide range of applications including data, processing and flexibility. It started in the mid 90’ denote a proposed distributed computing infrastructure for advanced science and engineering in the book named The Grid Blue print for a New computing infrastructure. Progress has since been made on the construction of such an infrastructure. First concept of grid computing was discovered in 1995 through an experiment in which a high speed networks were used to connect high-end resources at 17 sites across the North america. Out come of this to produced a number of grid research projects that develop the core technology for grid in various communities. Like US national technology grid and NASA information power grid are both carrying grid infrastructure to serve university and NASA researchers. 
It has appeared as new important field, distinguished from conventional distributed computing by its focus on large-scale resource sharing, innovative applications, and, in some cases, high-performance orientation. From the technical point of view it refers to the technology of decentralized computing over the global environment with incorporating different machines. It involves large amounts of data and computing which require secure and reliable resource sharing across. The key to grid is resource sharing, which leads to a virtualization of organizations and resources. Grid software normally runs on top of primary host operating systems, and serves to run the resources and make them available to applications developers.

Over the last five years, research and development hard works within the Grid area’s have produced protocols, services, and tools that deal with specifically the challenges that occur when we inquire about to build scalable virtual organizations. These technologies include security solutions that support management of testimonial and policies when computations span multiple institutions; resource management protocols and services that support secure remote access to computing and data resources and the co-allocation of multiple resources;

Grid Computing

'Grid' is used in wide sense to describe the ability to pool and share Information technology resources in a decentralized manner which achieves seamless, secure, transparent, simple access to a vast collection of many different types of hardware and software resources, (including compute nodes, software codes, data repositories, storage devices, and equipments),.The term ‘grid computing’ suggests a computing paradigm similar to an electric power grid-a variety of resources contribute power into a shared pool for many consumers to access on an as-needed basis.
Grid computing research is closely related to distributed systems research (with different problems emerging because of the different more challenging characteristics of the target environment), requires some knowledge and understanding of computer networking, and has many of the same goals and features that operating systems have for (the very different) unprocessed environment. Grid computing supports distributed and parallel programming paradigms and languages, and requires new software engineering and software development practices for effective development of applications. Grid systems are also called as middleware or meta systems. 

UNICORE 6.0
UNICORE (Uniform Interface to Computing Resources) is grid technology that provides secure, seamless and initutive access to distributed grid resources such as supercomputers or cluster systems and information stored in databases.

It is free available for the testing purpose for 30 days and workable under windows and linux. Unicore was initiated by government of German supercomputers in order to facilitate the users a integrated Grid middleware solution as a ready to use. First model of UNICORE was developed in the German UNICORE project, whereas the foundations for the current production version were placed in the follow-up project UNICORE Plus, which ended in 2002. It offers a ready-to-run Grid system including client and server software. UNICORE makes the data resources available in a seamless and secure way on the internet. UNICORE has special characteristics that make it unique among Grid middleware systems. The UNICORE design is based on several guiding principles that serve as key objectives for further enhancements.

There are many interesting European and international projects that are software implemention on UNICORE like EUROGRID, GRIP or or the Japanese NaReGI project. These projects are extending the set of core UNICORE functions, including new features specific to their research or project focus. Research work in UNICORE are not only limited in computer science but also using in bioengineering or computational chemistry. Such as main projects are OpenMolGRID.  

UNICORE system offers functionality to both the end-user and the computer centers running a Unicore Grid. For the end-user, seamless, uniform access to computing and data resources is the main profit of UNICORE. The computer centers (or Grid sites) gain a solid authentication method fully integrated into their administration procedures and profit by reduced training effort and support requirements (for example, forgotten passwords, unfamiliarity with connection, system and batch commands). Also, a UNICORE user can easily move computing jobs between different platforms.




Unicore Architecture
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Architecture of the Unicore consists of three layers, called user, server and target system tier.The user tier symbolized by the Unicore Client, a graphical user interface that utilized all services offered by the server tiers, implementation of UNICORE's job model concept, are used to communicate with the server tier. A user certificate is required in order to establish the SSL connection to a Unicore Gateway and to sign the submitted jobs which are constructed in the Job Preparation Agent (JPA) part of the Client. UNICORE Gateway is the single entry point for all UNICORE connections into a Usite. It provides an internet address and a port accessible from the outside for SSL connection. It also provides user authentication, that is the positive identification of a client connection as coming from a UNICORE user. 

A UNICORE Vsite consist of two components Network Job Supervisor (NJS) and a Target System Interface (TSI). The UNICORE NJS Server supervises all submitted UNICORE jobs.It also makes the user approval by looking for a mapping of the user certificate to a valid login in the UNICORE User Data Base (UUDB).
At the end UNICORE Target System Interface (TSI) accepts incarnated job components from the network job supervisor (NJS), and passes them to the local batch systems for execution. In addition, file import and export tasks are handled by the TSI, and it also implements low–level status reporting and control of batch jobs.
Overview Chart
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To Make enable the Following Chameleon Functions
Using the UNICORE 6.x API, enable the following functions of Chameleon through an intuitive GUI: 

• ‘Import device’ and ‘Import++ device and Add connectors’ 

• ‘Generate grid’ and ‘Generate matrices v4’ 

• ‘mat2snp’, ‘snp2snp’ and ‘snp2cir’ 

How MATLAB functions enable in UNICORE: Through script.
These above MATLAB functions already exist in chamy, and would call in GPE Client of UNICORE means script would be written in UNICORE so that these MATLAB functions could be accessible for others EU partners. The script also would be portable that is accessible at any platform of the fellows.
Initially, I would suggest installing UNICORE (server and client) and MATLAB in the windows environment. Client access can be simulated using loop back addresses.
Functions would call inside UNICORE client through calling command line and modification would be require in the parameters to make those accessible for others.
Additionally security would be another aspect while accessing the EU partners the chamy functions. That would be an interesting if during this assignment can find or implement a secure way other than password.

The Future

Even though Internet and Grid computing are both new technologies, they have already proven themselves useful and their future looks promising. As technologies, networks and business models mature, I suppose that it will become common place for small and large communities of scientists to create ‘Science Grids’ linking their various resources to support human communication, data access and computation. I also expect to see a variety of contracting arrangements between scientists and Internet computing companies providing low-cost, high-capacity cycles. The result will be integrated Grids in which problems of different types can be routed to the most appropriate resource devoted supercomputers for specialized problems that require tightly coupled processors and idle workstations for more latency tolerant, data analysis problems. 
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