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ABSTRACT As Grid computing technologies and infra-
structures are being developed, suitable ab-
stractions, methods, and tools will become 
necessary  to  enable  application  develop-
ment,  and  software  development  of  the 
components  of  Grid  Computing Environ-
ments. Grid Computing will enable distrib-
uted applications with large numbers of in-
volved components with dynamic interac-
tions. This requires new approaches to un-
derstand and manage structure and behav-
ior, and the diversity of interactions among 
system components.
This  paper  examines  emerging  trends  in 
distributed applications on large scale and 
dynamic  Grid  computing  infrastructures. 
These trends allow identifying the need to 
develop suitable software models, methods 
and  tools  for  Grid  Computing  Environ-
ments, in order to help specify, compose, 
and  develop  dynamic  distributed  large 
scale applications.
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1. Introduction

In  the past  two decades,  advances in parallel  and distributed computing have enabled the 
development of advanced applications [35, 56]. Recent efforts have been centered around 
Grid Computing initiatives all over the world [1, 11, 15, 16, 26–28, 33, 39].

In this paper I look at the recent past of distributed and parallel computing, in order to try to 
understand  trends  of  application  development  on  integrated,  heterogeneous  large  scale 
distributed environments.

However, it should be noted that such an intensive research effort and current interest on the 
Grid does not mean this  is  the  only way to  make applications reliable  and robust  to  the 
heterogeneity  and  the  unpredictable  occurrences  in  distributed  computing  environments. 
Other  approaches  and  technologies  are  bringing  important  contributions  to  address  these 
challenges. 

Distributed  computing  research  has  been  addressing  large  scale  distributed  resource 
utilization  and  management  issues  for  the  past  decade.  However,  there  has  been  a  gap 
between  academy  research  and  commercial  and  industrial  practice,  as  far  as  distributed 
systems technology is concerned. For example, the success of the Web is partly due to its 
impact  upon  user  driven  interactions  and  its  effective,  even  if  limited,  client-server 
organization. 

On the other hand, fundamental research on distributed computing has been trying to find 
answers  to  challenging  theoretical  and  technical  problems,  with  important  contributions, 
although with less immediate impact upon real applications, but this is changing with the 
emergence of new technologies.

The  Grid  is  having  a  positive  contribution  in  raising  the  concern  for  such  distributed 
computing issues, such as providing clear and stronger guarantees for performance reliability, 
security, scalability, and consistency, which have not been considered in most commercial 
software, except for a small niche of critical application domains.

Furthermore, as the Grid initiatives emerge in relation to scientific applications, in order to 
enable complex problem solving, this may well contribute to promote user adoption of these 
technologies.

On one hand, it is expected that technologies, for example, based on the evolution of Web 
services, P2P computing, and Grid computing, will play complementary roles, concerning the 
proposal of new concepts and paradigms, and the development of new support environments 
and infrastructures. 
On the other hand, it is not clear which technologies will exist or be dominant in the future. In 
the past,  commercial and marketing issues, and technology transfer aspects, as well as the 
degree of user adoption, have been critical barriers to adopt new technologies and solutions.



The main motivation of this paper is that by looking at Grid Computing from a transparency-
oriented perspective, we may better understand the main issues involved in the development 
of large scale distributed applications.

Transparency in this context refers to the capability to hide levels of complexity at particular 
points in the infrastructure hierarchy. A programmer, for instance, should not need to know 
precise  details  of  computational  hardware  in  order  to  use  it.  Here  is  maintained  the 
“traditional”  use  of  the  term,  although,  some  of  the  researchers  pointed  out  that,  if 
“Transparency” means to hide complexity of the underlying layers, then it should be called 
“Opaqueness” instead.

Transparency  is  a  significant  requirement  for  enabling  existing  Grid  systems  to  work 
effectively. Being able to run application over distributed resources (both computational and 
data) remains a significant challenge for Grid computing systems. It is therefore necessary to 
couple  this  capability  with  environments  which  enable  users  to  express  their  application 
demands, and manage and monitor the execution of the application subsequently. 

Figure 1 provides a layered view of how Problem Solving Environments may interact with 
Grid Computing systems. From this perspective, Grid computing provides a way to aggregate 
access  to  a  diverse  range  of  different  resources.  Such  systems  must  provide  interfaces 
(perhaps as APIs), that enable access to different kinds of resource managers (such as Grid
Engine,  LSF,  etc),  and  data  managers  (such as  access  to  file  systems,  or  structured  data 
bases). Problem Solving Environments therefore act as mediation between user access Portals 
(generally problem specific), and resource management systems that enable the execution of 
tasks generated by the user via the Portal. Focus in this paper is to discuss the importance of 
this mediation, and the need for abstractions that can facilitate this.

Fig. 1. Interaction between Problem Solving Environments and Grid Computing Systems



In the remaining of this section a summary of trends in distributed applications is presented in 
order to motivate the need for new approaches. Then a global view of distributed, parallel and 
grid computing is presented.

In  the  following  sections,  the  main  characteristics  of  parallel  and  distributed  PSEs  are 
surveyed in Section 2. In Section 3, Grid Computing Environments are discussed and their 
influences  on  application  development.  The  challenges  in  the  development  of  distributed 
applications for large scale dynamic computing environments are discussed in Section 4 and 
then some conclusions are presented.

1.1 Trends in Distributed Applications

In  the  past  decades,  there  have  been  advances  in  architectures,  systems,  tools  and 
environments, and programming models, languages and methods for parallel and distributed 
computing [35]. Such advances have increased the pressure to develop advanced applications 
in a wide range of domains, for instance, complex simulations in science and engineering, 
massive  data  archiving  and  searching  in  Bioinformatics  or  natural  language  processing, 
information retrieval and indexing mechanisms for search engines, to the dynamism in mobile 
multimedia  and  distributed  agent  systems.  Such  applications  pose  requirements  beyond 
’traditional’ high-performance parallel computing systems:
 
• Higher degrees of user interaction, requiring increased flexibility in observation, control, 

or modification of application components.

• Intelligent advisory and assistance tools for the development and execution of different 
phases of an application life-cycle.

• Multidisciplinary  applications,  requiring interactions  between distinct  sub-models,  and 
distributed user collaboration.

• The need to undertake computations that are not “regular”, and therefore difficult to map 
easily to traditional parallel computing models.

• Dynamic nature of the applications and the environments, as new application components 
or system resources are dynamically generated or made unavailable, or due to mobility.

• Spatial distribution of application components and system resources, at small, medium or 
large scales.

• Increasing importance of connecting to distributed data  resources (both structured and 
unstructured).

The above requirements should be met by development and execution support environments 
so that software developers and experts may have the desired degrees of flexibility in the 
design and implementation of advanced applications.

Recently, the above aspects have been increasingly influencing the academic and industrial 
communities,  in  their  aims  to  exploit  parallelism  and  distribution  as  a  way  to  meet  the 
functionalities and the performance requirements of many application classes [2, 5, 12–14, 21, 
28, 37, 56, 72].



1.2 The Need for New Approaches

Grid computing brings several new dimensions, due to its intrinsic large scale capability of 
providing  distributed,  heterogeneous,  and  dynamic  resources,  spanning  the  boundaries  of 
human  organizations  [26,  41].  However,  a  significant  aspect  of  Grid  computing  is  the 
intention to provide a unifying abstraction for the end-level user. This requires a major re-
thinking of existing computational models, and their supporting tools and environments, and 
poses  challenges  that  go  beyond  what  has  been  previously  addressed  by  parallel  and 
distributed  computing.  Such  challenges  are  not  simply  about  being  able  to  support 
interoperability between different resource management systems (although, this in itself is a 
commendable  activity)  –  but  also  about  providing suitable  abstractions  that  could enable 
programming languages and tools to make more effective use of Grid systems [59].

New models and strategies are required for dynamic or adaptive resource scheduling [32], and 
their  impact  must  be  studied,  with  the  additional  difficulty  that  Grid  applications  are, 
themselves,  being  developed  at  the  same  time.  New forms  of  systems  organization  and 
problem-solving strategies must be considered. Due to their openness, new approaches are 
needed  to  understand  structure  (topology,  types  of  components)  and  behavior,  and  the 
interactions among their participants (security and trust). Due to the heterogeneity and time 
varying characteristics of their infrastructures, new performance issues have to be considered.

In the following sections, are examined in more detail why the above issues are relevant and 
the main challenges that they pose to the software development process. Outlined are, several 
research directions that I think may contribute to ease the above process and influence the 
design of future support environments, tools and infrastructures.

1.3 Distributed, Parallel and Grid Computing

Parallel and distributed computing in the 1980s and 90s had great influence upon application 
development.  The  improvements  in  computation  and  communication  capabilities  have 
enabled the creation of demanding applications in critical domains such as the Environment, 
Health,  Aerospace,  and other areas of Science and Technology. Similarly,  new classes of 
applications  are  enabled  by  the  new dimensions  of  heterogeneous large  scale  distributed 
systems which are becoming available nowadays. 
In Figure 2 the joint influences of distributed, parallel and grid computing are sketched.

Parallel  Computing  Systems exploit  a  large  diversity  of  computer  architectures,  from 
supercomputers,  shared-memory or distributed-memory multiprocessors,  to  local  networks 
and  clusters  of  personal  computers.  Such  diversity  has  contributed,  to  increasing  the 
difficulties  of  parallel  application  development,  in  order  to  meet  the  correctness  and 
performance specifications. Many of these difficulties still remain, although there were great 
improvements due to a long term research effort on models, support tools and environments 
[35].



Fig. 2. Parallel and Distributed Computing

The  emergence  of  large  scale  distributed  and  grid  computing  systems  has  opened  new 
possibilities for the exploitation of large scale parallelism. This has enabled more ambitious 
applications, but it also brought new dimensions and difficulties to the process of application 
development  as  modern  parallel  and  distributed  platforms  become  more  complex 
heterogeneous  systems.  These  platforms  include  a  diversity  of  subsystems,  with  varying 
performance  behavior  in  their  computation,  storage  and  communication  elements,  with 
distinct computational models and with varying scales of distribution.

Distributed and Grid Computing Systems exploit several degrees of decentralization of data 
and control, in order to adapt to the application requirements. For instance, this adaptation can 
involve  geographical  distribution,  availability  and  reliability,  and  abstractions  for 
computation, communication, and storage.

The above requirements must be met with appropriate degrees of transparency, by hiding low 
level concerns and trying to provide only meaningful abstractions to the application layer. At 
each level of the layered architecture of a distributed computing system, there are design 
choices  concerning  the  appropriate  transparency  degrees  that  must  be  provided  to  upper 
layers.

By looking at the recent past, one can observe that many design choices related to the offered 
transparency  degrees,  are  typically  revised  as  time  passes  and  technology  evolves.  For 
example,  support  for  failure  transparency  was  greatly  influenced  by  developments  in 
hardware technologies, such as redundant disk arrays or replicated processing units. 

Communication  abstractions  have  also  evolved,  depending  on  the  underlying  support 
technologies.  In distributed computing systems, communication models have evolved with 
increasing transparency degrees, from message-passing communication, to higher level RPC-
based  models,  and  to  Distributed  Shared  Memory.  The  latter  were  made  feasible  due  to 



advances  in  communication  infrastructures  and  to  the  evolution  in  the  consistency 
management  algorithms.  Support  for  consistency  in  distributed  process  groups  is  also 
dependent on the available communication infrastructures and requires trade-offs between the 
supported transparency and the awareness to failure situations and to the system scale. The 
above abstractions need to be adjusted in order to fit the characteristics of applications and 
issues arising from the availability of Grid environments.

Transparency  and  awareness  concepts  evolve  as  new  functionalities  or  supporting 
technologies  become  available.  For  example,  mobile  computing  requires  awareness  to 
disconnected operation modes, as well as to location-sensitive information.
For  example,  consistency algorithms  for managing distributed process  groups  need to  be 
adapted for mobile computing environments, in order to consider location awareness issues. 
The semantics of the programming abstractions that are provided to the programmer must 
also be adjusted, in order to reflect the new transparency / awareness trade-offs.

Current research on Grid Computing reflects a revision of transparency concepts, aiming at 
more ambitious application and user profiles. Such revision was made possible because of the 
recent advances in communication and computation technologies, enabling the deployment of 
high speed networks, giving access to a large diversity of computational and data resources 
[38].

Also, by revising the degrees of transparency provided to the application layer, some of the 
inner layers of the underlying distributed system architecture must also be revised, in order to 
meet the application requirements. For example, Quality of Service (QoS) issues become of 
great importance in Grid environments due to the dynamic and uncertainty characteristics of 
such environments. In the context of Grid systems, QoS can also be defined at different levels 
– the Application QoS (A-QoS) relates to the user perception of a running program. The A-
QoS is therefore particularly influenced by the type of Portal being used, and the interface 
between the Portal and the Grid System. To support real time interactions, for instance, it is 
necessary that A-QoS be maintained within tolerable bounds. 
The next level of QoS relates to the Grid system itself, which I refer to as Middleware QoS 
(M-QoS), and related to the Grid system itself. Hence, the time required to spawn new tasks 
and manage their subsequent execution is governed by the M-QoS. This level of QoS must be 
measured between the Grid system and the one or more resource managers that are being used 
at any given instance. 
The third level of QoS is the network or resource QoS (R-QoS) – and extensive work exists in 
the literature  on measuring,  monitoring,  and in some cases,  enforcing this.  Network QoS 
(with parameters such as jitter, bandwidth, latency, delay) has been extensively investigated. 
Similarly, one can consider the existence of computational resource QoS, where parameters 
such as the number of CPUs, or minimum memory become significant.
 However, to enable effective deployment of applications, it becomes necessary to aggregate 
QoS over  all  three  of  these  levels.  Intermediate  software  layers  are  required  in  order  to 
provide  the  appropriate  application  semantics,  for  example,  by  enabling  dynamic 
configuration and adaptive behavior capabilities in order to support such QoS.



2. Problem-Solving Environments

PSEs represent a significant approach to help manage the complexities of problem-solving in 
specific domains, as well as to provide integrated support and easy access to parallel  and 
distributed resources. In this section, the main functionalities of a PSE are briefly surveyed.

 
2.1 Problem-Solving Environments.

Problem-Solving Environments (PSE) [45, 46, 52, 53, 73] are integrated environments for 
solving a class of related problems in an application domain. Typically they encapsulate state-
of-the-art algorithms and problem solving strategies, in order to provide transparent and easy 
to use interfaces to an engineer or a scientist.

In  the  past  decades,  PSEs  had  a  significant  impact  in  many  areas,  ranging  from  fully 
developed environments in industrial  applications,  such as Automotive and Aerospace,  to 
many applications in Science and Engineering. In such applications, PSEs have found major 
use, in the support of the design process, in the development of rapid prototypes, in studies on 
application behavior, and in decision support and control systems [85].

Recently, PSEs have been developed in other areas such as Education, Environment, Health, 
Finance, etc. This trend is creating a new profile of end-user, beyond the typical scientist and 
engineer. This is a significant development, as requirements for users in other application 
domains  are  now being incorporated  within  PSEs  –  thereby enabling  the  uptake  of  new 
development environments (such as Web Services and .NET), which were not traditionally 
part of the scientific computing genre.

2.2 Application Characteristics.

During  the  1990s,  applications  in  Science  and  Engineering  became  more  complex  and 
typically exhibit the following main characteristics [35]:

• They are based on complex models in a given problem domain, requiring computation 
intensive simulations.

• They  must  handle  large  volumes  of  input  and  generated  data,  involving  difficult 
interpretation and classification.

• They  require  a  high  degree  of  user  interaction,  with  offline  or  online  processing 
modes,  and scientific  visualization,  with distinct  user  interfaces,  and  often relying 
upon computational steering functionalities.

• They are multidisciplinary, combining multiple heterogeneous models, and possibly 
requiring the online collaboration of multiple users.

The above characteristics have influenced the design of applications and problem solving 
environments based on heterogeneous components, in order to allow:



• Access to a diversity of sequential, parallel or distributed problem solvers, supporting 
distinct types of simulators, mathematical packages, possibly based on legacy codes.

• Use of existing (third party) tools for data processing, interpretation and visualization.
• Online access to repositories of scientific data sets and databases.
• Interactive computational steering.

Such  more  complex  requirements  triggered  a  more  complex  cycle  of  user  activities  for 
application development, deployment and execution, when compared to older stand alone and 
monolithic PSEs,  which were typically supported by a single process with a built-in user 
interface, running on a single workstation:

1) Problem specification.
2) Configuration  of  the  environment  (component  selection  for  simulation,  control, 

visualization).
3) Component activation and mapping.
4) Initial setup of simulation parameters.
5) Start of execution, possibly with monitoring, visualization and steering.
6) Analysis of intermediate and final results.

These requirements motivated the development of PSEs to exploit heterogeneous parallel and 
distributed resources, and trying to automate the above tasks as much as possible [29, 52].

The functionalities provided by a PSE can be divided in three main classes [85]:

• Support for problem specification.
• Support for resource management.
• Support for execution monitoring and control services.

Such functionalities are  supported by Component frameworks (such as CORBA and Java 
Beans) for the integration of heterogeneous components into unified environments [30, 60, 
61,  84]. Such frameworks also provide interfaces for the transparent access to distributed 
resources, and facilities for collaborative design and simulation. Often such frameworks are 
limited in their capability to support parallelism, and often have performance penalties not 
acceptable for scientific users.

However, in the late 1990s such Parallel and Distributed PSEs were typically mapped onto a 
parallel  and  distributed  platform,  e.g.  based  on  PVM  [17]  or  MPI  [10],  running  on 
multiprocessors or local computer networks.  Web-based interfaces and portals  opened the 
way to support remote access to PSE and problem-solving in specific disciplines.
Overall,  during  the  90s,  PSEs  have  played  a  significant  role  in  supporting  advances  in 
Computational Science and Engineering [46].

When moving to Grid Computing Environments, it is expected that PSEs will play an even 
more  significant  role,  due  to  the  increased  complexity  of  Grid  applications  and  Grid 
Computing Environments.
 



3. Influences of Grid Computing on Application Development

In this section, I will examine Grid Computing Environments, and how they are enabling the 
development of advanced distributed applications, from a  user-oriented perspective.  I  will 
describe  the  main  characteristics  of  grid  applications,  and  identify  the  main  classes  of 
applications and user profiles.

3.1 Grid Computing Environments.

The architecture of a Grid Computing System is composed of multiple layers, following the 
traditional architecture of a distributed computing system:

• User interfaces, applications and PSEs
• Development tools, programming models and environments
• Grid middleware: Resource management and scheduling; information registration and 

discovery;  authentication  and  security;  storage  access,  computation,  and 
communication services

• Heterogeneous resources and network infrastructures

The  main  distinctive  characteristics  of  the  Grid  is  the  goal  to  provide  single  unifying 
abstractions to the end-user,  in order to allow transparent execution of highly demanding 
computations, user interaction in large scale virtual communities, and access to a diversity of 
computational  and  data  resources  and information  repositories.  Grids  will  enable  ’heavy-
weight’ applications in Science and Engineering, based upon complex large scale distributed 
simulations with visualization and steering, access and analysis of large distributed datasets, 
and access to remote data sources and scientific instruments [6, 36, 39, 40, 50].

However,  Grids  Computing  Environments  are  much more  complex  than  the  parallel  and 
distributed computing environments of the 1990s. Such increased complexity is not only due 
to the diversity and heterogeneity of the physical support infrastructures, but also due to the 
critical  dimensions  of  large  scale  distribution,  the  crossing  of  multiple  administrative 
domains, increased security concerns, and the need to manage heterogeneous and dynamic 
resources. All of these aspects must be managed by Grid Computing Environments [8, 43, 
44],  in  order  to  allow  multidisciplinary  and  online  collaboration  among  geographically 
distributed users, for example via Web interfaces and portals [19, 22, 24, 65–67, 79].

Many ongoing projects  are  developing sets  of tools and software layers to  provide easier 
access  to  Grid  resources.  A  diversity  of  technologies  and  languages  is  being  used  to 
implement such tools [28, 49]. For example, Java, Python, Perl, CORBA, and their interfacing 
to the more basic Grid functionalities, as provided by the Globus toolkit. Web Services and 
XML [71] based technologies are also used to exploit integration or interoperability. 

Significant efforts are  also under way concerning the development of Web interfaces and 
portals,  of  a  more  generic  applicability,  possibly  supported  by  Grid  Portals  development 



middleware [66], or more application-specific and more related to the PSE concepts [57, 75, 
79].

Such efforts are relevant in order to experiment with existing technologies and their possible 
extensions for the Grid.  However, currently there is a large diversity and heterogeneity in 
those models and tools, and their implementations are not completely stable, standard or fully 
developed. In fact, even the lower levels, such as the Globus layer, are also evolving. This 
makes  the  development  or  experimentation  with  higher  level  abstractions,  supporting  the 
application layer, more difficult.

This concerns, for example, approaches for the development, organization and coordination of 
the  application  components,  and  for  supporting  application-specific  problem  solving 
strategies, resource discovery and scheduling, adaptive behavior, and access control policies.

How  can  we  enable  the  experimentation  and  development  of  higher  level  application 
abstractions,  for  example,  supporting  specific  concepts  and  tools  for  a  given  class  of 
applications or problem domain, as well as more generic sets of high-level functionalities? 
This can be achieved by PSE layers and/or Intermediate Frameworks which provide more 
stable  APIs  and  hide  lower  level  concerns,  but  still  allow  extensions  and  incremental 
development [21, 43]:

• Higher level Application Abstractions
• PSE Layer
• Intermediate Frameworks
• Basic Grid Services

Several  significant  projects  and  working  groups  within  the  Global  Grid  Forum  [15]  are 
developing such kinds of intermediate layers [7, 9, 15, 25, 51, 81, 82]. For instance, OGSA 
(Open Grid Services Architecture),  several  ’Commodity Grid Kits’,  and research projects 
such as GrADs and GridLab. PSEs contribute to this goal [3, 18, 20, 36, 42, 54, 64, 74, 76].

Currently  there  is  no  uniform  Grid  computing  model,  although  there  are  several  well-
identified needs for certain typical user tasks [43], for instance, running jobs, performing data 
management, composing workflows, online interactions for collaboration, etc. 
In the following, are described several types of application and user profiles, which may help 
in  identifying  the  requirements  posed  to  the  layers  supporting  high-level  application 
abstractions.

3.2 Grid Applications and User Profiles.

Current efforts in the development and deployment of large scale distributed applications are 
not just academic exercises. There is a real pressure from research and industry to develop 
applications  that  require  computation  and  information  resources  for  bigger,  longer 
experiments supporting more accurate models in specific areas. Easier and transparent access 
to remote resources is also required to increase the application and users’ ability to analyze 



and react in real-time. Increased levels of user interaction with the applications and among 
collaborative users is also required for increased productivity [34, 69, 83].

By looking at ongoing experiments on large scale applications, the following main profiles 
can be identified [21, 28, 77]:

1) Computational  Grids. A  single  access  point  to  a  large-scale  high-performance 
computing service, with transparent access to the underlying parallel and distributed 
servers.

2) Scientific  Data  Grids. Access  to  large  scientific  datasets,  with  optimized  data 
transfers and interactions for data processing and manipulation.

3) Virtual  Organizations  and  Collaborative  Virtual  Spaces. Access  to  virtual 
environments for resource sharing, online interaction and collaboration.

4) Information, Knowledge and Semantic Grids. Large and geographically distributed 
information  repositories,  made  available  for  searching  and  data  mining,  and  for 
intelligent knowledge management and decision support.

The above profiles are not mutually exclusive. In fact, they share several more generic goals. 
Access is globally unified through virtual layers:

• To solve new or larger problems by aggregating available resources.
• To access a large diversity of computation, data and information services.
• To enable coordinated resource sharing and collaboration across virtual environments.

There is a need to rely upon more uniform, standard and/or agreed upon interfaces for large 
scale computing environments, in order to allow the integration and cooperation of distinct 
services.

There is a need to support the concept of virtual resources. This is required to support the 
execution  of  experiments  involving  distributed  computation  and  data,  as  well  as  virtual 
collaboration  spaces.  Access  and  management  of  persistent  resources  such  as  databases, 
catalogues, and archives is also required.

For  example,  in  a  range  of  distributed  applications  involving  distinct  functionalities,  for 
example,  Data  Mining,  Distributed  Simulation,  Visualization  and  Steering,  Collaborative 
Mobile  Multimedia,  and/or  Distributed  Intelligent  Agent  Systems,  one  can   find  several 
common issues: 

(i) large  volumes  of  data  (text  or  images),  and  efficient  search,  requiring 
parallel processing and parallel input/output; 

(ii) dynamic, distributed, and mobile application entities, requiring appropriate 
structuring, interaction, and coordination abstractions; 

(iii) integration of distributed heterogeneous components in a highly interactive 
environment,  supporting  dynamic  reconfiguration  of  components,  and 
execution at small or large scales; 

(iv) organization, management, and coordination in a distributed agent system, 
requiring  a  dynamic  system  organization  and  intelligence  within  each 
agent. (further discussed in section 3.3).



It is a challenge to design and develop large scales integrated (development and execution) 
environments  offering  support  for  the  above  common  functionalities.  This  is  further 
motivated by current trends towards multidisciplinary applications and the convergence of 
several technologies, such as Web Services, P2P Computing, Grid Computing, Mobile and 
Ubiquitous Computing [48].

3.3 Dynamic Characteristics.

In existing parallel and distributed systems, changes in the configuration and availability of 
resources, variations of their characteristics and behavior, have already motivated multiple 
approaches to address dynamic system reconfiguration, for example, in systems that support 
fault tolerance, dynamic task spawning and load balancing.

Such  dynamic  changes  are  intrinsic  characteristics  of  large  scale  distributed  computing 
systems.

On application initiation, contract negotiation schemes will guide intermediate agents, acting 
as  planners/brokers/schedulers on behalf  of  the  application resource requirements.  During 
execution, there is a need to provide new problem-solving strategies with adaptive behavior. 
Intermediate layers of the Grid Computing Environment must be aware to Quality of Service 
factors,  and  be  able  to  detect  changes  in  the  corresponding  system  behavior.  Dynamic 
revision of the initially formulated agent plans must be supported, and appropriate interfaces 
must be devised to support the interaction with the monitoring and runtime reconfiguration 
functionalities.

Dynamic  characteristics  may  also  be  required  by  the  applications  or  problem-solving 
environments.  For  example,  collaboration  models  may  be  supported  by  group  oriented 
abstractions, where dynamic changes may correspond to users entering or leaving a group. 
Such  abstractions  also  require  awareness  to  factors  related  to  current  group  members 
availability or connectivity, for example, in a mobile computing environment.

Online experiments or simulations may require a change to a distinct operation mode, e.g. 
offline or online, as well as usage of a distinct tool. An ongoing experiment may need to be 
re-configured on-the-fly, by including new components or tools (e.g. for visualization). Also, 
multiple  users  or  agents  may  concurrently  join  ongoing  experiments,  possibly  assuming 
distinct roles (observation, steering), or requiring distinct views.

In  general,  in  future  distributed  computing  environments,  mobility  of  users,  agents,  and 
devices, pose a clear requirement to provide support for dynamism, in several layers of the 
computing system hierarchy. This requirement encompasses the application and PSE level, 
the intermediate frameworks supporting tools and environments, down to the middleware and 
execution support layers.



4. Challenges of Software Environments for Distributed Applications

In  this  section,  are  examined  the  main  challenges  to  the  development  of  distributed 
applications, from a software development perspective. Examined are issues and approaches 
to face those challenges.

The development of infrastructures to support Grid Computing Environments and their basic 
functionalities is a significant goal that is being pursued by many national and international 
projects. However, many issues of providing support for application development over such 
infrastructures, as well as facilities to help software developers in building and integrating 
software components are still left open. 
This is a significant challenge to enable effective application and software development for 
Grid Computing Environments [8, 15, 58].

Component-based Models and Software Architectures.

Component-based models [78] provide effective ways to develop Grid applications and PSEs, 
as  they allow varying degrees  of  complexity  and granularity,  and facilitate  the  access  to 
wrapped  software  packages  [4,  23,  30,  60,  61,  84].  Component  models  allow  a  clear 
separation between computation and interaction. This is a significant aspect to  model the 
heterogeneity of Grid application components, their complex interactions, and the need for 
their dynamic modification and reconfiguration [55, 75, 80].

New  abstractions  and  models  are  required  to  build  and  manage  large  scale  dynamic 
organizations of components, for example, allowing manipulation of individual components 
or  groups  of  components.  Facilities  for  component  integration,  reuse  and  dynamic 
composition, and coordination of component interactions must also be revised to address Grid 
application characteristics.

Support for modeling and reasoning on system structure and behavior is required in order to 
evaluate and predict global properties of an applications, concerning its functional and non-
functional aspects.

There are already several approaches to model composition and workflow abstractions using 
components [18,  62,  63,  84].  Their  integration into visual  programming and development 
environments facilitate the graphical design of a Grid application.
Such environments can be complemented by other development support tools, for example, 
for testing and debugging, and for visualization and steering, simulation and evaluation tools.

Appropriate levels of flexibility must be provided at all stages of the software lifecycle, from 
application  specification  and  design,  including  program  transformation  and  refinement, 
simulation,  evaluation  and  prediction  of  behavior,  code  generation,  configuration  and 
deployment.  The  following  issues  should  be  considered  when  designing  the  software 
development and execution support environments:



• A clear separation of computation and interaction (coordination) issues, and structural 
and behavioral properties of an application.

• The specification of an application in terms of multiple components, still  enabling 
alternative  mappings  onto  the  underlying  layers,  i.e.  with  varying  degrees  of 
automated processing, and possibly targeted at distinct programming languages and 
models.

• Ways to bridge the gap between the higher layers (such as programming models and 
languages) and the underlying cluster/Grid platforms, so that application configuration 
and deployment can be adjusted according to the dynamic changes in the available 
resources.

• Support  for  coordination  of  distributed  entities,  with  adaptability  and  dynamic 
reconfiguration.

• Support for infrastructure services – such as event management, naming, transaction 
management, that traverse different Grid systems. Providing a common way to name 
objects  generated  from  a  program  that  must  be  distributed  across  different  Grid 
systems remains a difficult challenge.

Abstract view of the main elements involved in the software lifecycle is sketched in Figure 3. 
This figure does not aim to propose a new method to model the software lifecycle activities. It 
only aims to illustrate the relationships among the above mentioned issues.

Fig. 3. Software Lifecycle

Templates,  skeletons,  or  patterns  are  significant  abstractions  to  capture  reusable  and 
commonly occurring structures  and behaviors  [31,  47,  68,  70].  They become particularly 
useful in distributed dynamic environments, due to the diversity of component functionalities 
and interaction models. They are intended to support the software development process by 
enabling  the  developers  to  access,  and  possibly  customize,  common  component  and 
interaction  types.  Their  descriptions  are  kept  in  repositories  of  software  templates,  with 
relevant  attributes  that  must  be  created  and managed during the  software  lifecycle,  from 
design to execution time. This enables alternative implementations and varying degrees of 
automated processing.

The mappings of the programming models onto the underlying component and computing 
platforms must allow flexible configuration and deployment, and dynamic reconfiguration. 
This requires appropriate interactions with the middleware resource description and discovery 
services, and with execution control and monitoring services.

Above concerns should drive further research on several layers of the software hierarchy [29]:



• Software  architecture  models  and  specification  languages  for  composition  and 
component interaction, and coordination models.

• Organization models for managing large scale dynamic applications.
• Resource management, discovery, and scheduling; execution monitoring and control; 

runtime  support  for  dynamic  reconfiguration  on  heterogeneous  hardware/software 
platforms.

For each layer, there is a need to design appropriate abstractions, models and tools, in order to 
enable the development of future generations of applications.

The presentation of the above issues aims at giving a global view of what is involved in the 
development of future generations distributed applications. Of course, for each case and user 
profile,  there  will  be  multiple  alternative  ways  to  meet  the  application  needs  and 
requirements.



5. Summary

As Grid computing technologies and infrastructures are being developed, the availability of 
suitable  abstractions,  methods,  and  tools  will  become  necessary  to  enable  application 
development,  and  software  development  of  the  components  of  Grid  Computing 
Environments.

There  is  a  challenge  to  develop  software  engineering  techniques  for  Grid  Computing 
Environments, in order to help specify, compose, and develop dynamic distributed large scale 
applications.

Future distributed applications on Grid Computing Environments will tend to exhibit higher 
degrees of user interaction, with increased flexibility in observation and control of application 
components.  Multidisciplinary and online collaboration involving distributed users will be 
more  frequent,  as  well  as  dynamic  applications  and  environments,  with  new application 
components or system resources being dynamically generated, made unavailable, or mobile. 

Awareness to the spatial distribution of application components and system resources, and 
their  organizations  at  small,  medium  or  large  scales,  will  be  an  increasingly  significant 
concern.

Distributed Problem-Solving Environments are expected to play a significant role in bridging 
the gap from the application level concepts to the complexity of the emerging Grid computing 
platforms.

New models,  support  tools  and environments are  required for component integration,  for 
flexible mappings between software levels, for predicting and evaluating global application 
and system properties, for coordination of dynamic distributed applications, and for adaptive 
application behavior.

Current initiatives in Grid computing technologies and infrastructures are opening the way to 
enable the research and development of the software models,  methods and tools that  will 
integrate future generations of software environments.
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